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Figure 1: This figure shows the flowchart of our proposed framework for synthesizing 3D VR sketches using Generative
Adversarial Neural Networks (GANs), After connecting with the Unity Steam VR plugin, the user wearing Oculus Quest 2 can
draw 3D VR sketches, after converting 3D sketches into 2D images using depth color shader rendering, the 2D depth sketch will
be utilized to train a RaLSGAN as real data. After training RaLSGAN, fake 2D depth sketch images can be randomly generated
by sampling latent vector space. In the end, fake 3D VR sketches are reconstructed from fake 2D depth sketch images .

ABSTRACT
Virtual Reality (VR) has gained significant attention in recent years
as an immersive technology that enables users to interact with
computer-generated environments. One essential component of
VR experiences is the availability of 3D content, which can be
time-consuming and labor-intensive to create. In this paper, we
propose a novel approach for synthesizing 3D VR sketches using
Generative Adversarial Neural Networks (GANs). By leveraging the
power of GANs, our method allows for the automatic generation of
high-quality creative 3D VR sketches, thereby reducing the burden
on content creators and exploring the possibilities of VR content
creation using Artificial Intelligence (AI) technologies.
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1 INTRODUCTION
Virtual Reality (VR) has revolutionized the way we interact with
digital content, offering immersive experiences that enhance user
engagement and understanding. One essential aspect of VR is 3D
content generation, which enables users to create and manipu-
late objects within virtual environments with natural and intu-
itive gestures. While there have been significant advancements in
3D sketching interfaces, generating realistic and detailed 3D VR
sketches remains a challenging task. This paper proposes a novel
approach to synthesize 3D VR sketches using Generative Adversar-
ial Neural Networks (GANs) to bridge the gap between freehand
drawing 3D VR sketches and automated 3D VR sketches. Previous
research related to sketch modeling and generation has primarily
focused on engineering sketch [33], 3D shape retrieval [21], se-
mantic scene completion [6], sketched scene composition [4], 3D
wireframe shapes [29], hand-based physical proxy [15], 3D sketch-
based wire art design [23], 3D sketching with air scaffolding [18],
sketch generation from 3D scanned content [13], seamless 2D and
3D sketch [32], 3D sketch to CAD product [14], multi-view deep
volumetric prediction [8], 3D sketching in conceptual design [25],
practical sketch-based 3d shape generation [40], 3D sketching with
profile curves [20], sketching 3D scenes [39], handheld MR 3D
sketching [35], 3D VR-sketch to 3D shape retrieval [26], multi-view
3D sketching [9], combining 2d & 3d sketching for 3D design [2],
interactive surface creation from 3D sketch [5], 3D computational
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Figure 2: Overview of our approach.

sketch synthesis [3], 3D sketching system [12], AR in-situ 3D sketch-
ing [36], 3D sketch fitting in VR [10], controlled direct 3d sketch-
ing [28], multi-view 3D sketching in mobile AR [1], 3D sketching
for industrial design [38], sketching interactions between VR and
AR [17], 4D architectural design sketches [31], fine-grained VR
sketching [27], 3D curve networks in VR [19], from VR primitives to
manifold objects [41], 3D sketch-based modeling with in-situ refer-
ences [34], curve and surface sketching in VR [37], etc. While these
techniques have shown promising results, they have not explored
the possibility of generating 3D VR sketch directly using Artificial
Intelligence (AI) technologies. Meanwhile, as a powerful AI model,
Generative Adversarial Neural Networks (GANs) [7, 11, 22, 30]
have shown great potential in various image synthesis tasks, in-
cluding style transfer and super-resolution. This paper extends a
variation of GANs called RaLSGAN [16, 24] to the domain of 3D VR
sketch generation, aiming to produce 3D VR sketches automatically
without demanding manual efforts from the digital artist.

2 OVERVIEW
Figure 2 shows the overview of our approach for synthesizing 3DVR
sketches employing Generative Relativistic Average Least Square
Adversarial Neural Networks (RaLSGANs) [16]. The data collection
process begins with the user wearing the Oculus Quest 2 headset,
integrating Unity with the Steam VR plugin, and immersing users
in the virtual environment as shown in Figure 2 (a). The user can
create 3D VR sketches as shown in Figure 2 (b), which are then
transformed into 2D images using depth color shader rendering
techniques as shown in Figure 2 (c). These 2D depth sketches serve
as a dataset for a RaLSGAN as shown in Figure 2 (d), where they are
treated as real data for training. The training approach comprises
a two-stage pipeline involving a generator and a discriminator,
which are trained in an adversarial manner. Given an input of 2D
depth sketch image, the generator generates a corresponding 2D
depth sketch image, while the discriminator evaluates the realism of
the generated depth sketch images compared to real depth sketch
images. The generator and discriminator are iteratively trained
to optimize their respective objectives, ultimately resulting in a
generator capable of producing highly realistic depth sketch images.
Once the RaLSGAN is trained, the system can generate random 2D
depth sketch images by sampling the latent vector space as shown
in Figure 2 (e). Finally, these random 2D depth sketch images are
utilized to reconstruct fake 3D VR sketches as shown in Figure 2
(f), resulting in synthesized output that replicates user’s original
3D sketches created in virtual environment. The combination of
GANs, depth rendering, and VR interface offers a novel approach
to creatw 3D VR sketches.

3 TECHNICAL APPROACH
In our proposed solution, 3D VR sketches are represented as an
array of 3D points of strokes. Mathematically, a VR sketch is 𝑆 =

{𝑃𝑖 |𝑖 = 1, 2, ...}, where 𝑃𝑖 = {pj | 𝑗 = 1, 2, ...}. Then for each sketch,
we apply a normalization operation to convert sketch 𝑆 to 𝑆 ′ =

{𝑃 ′
𝑖
|𝑖 = 1, 2, ...}, where 𝑃 ′

𝑖
= {p′j | 𝑗 = 1, 2, ...} and the normalized 3D

stroke points p′j is defined with the following equations:
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where 𝑘 = 12 is sketch scale and sketch depth 𝑑 = max
(
pj𝑧

)
−
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(
pj𝑧

)
. Then, normalized 3D stroke points 𝑆 ′ are transformed

into 2D images 𝐼 using depth color shader technique where the im-
age is renderedwith the following RBG color equation: 𝐼 (pj ′𝑥 , pj

′
𝑦
) =

(b (5), b (3), b (1)), where
b (𝑛) = 1 −max(0,min(Z (𝑛), 4 − Z (𝑛), 1)), (2)

where Z (𝑛) = (𝑛 + 3(pj ′𝑧 +𝑅)/𝑅)mod6 and depth range 𝑅 = 6. After
rendering the VR sketch into a 2D depth sketch image, these 2D
depth images serve as training data. Our approach utilizes a data-
driven methodology to create detailed depth sketches in real time.
To accomplish this, we employ the Relativistic Average Least Square
GAN (RaLSGAN) introduced by Jolicoeur et al. [16] which extends
the Standard GAN (SGAN) proposed by Goodfellow et al. [11] by
incorporating a relativistic discriminator that estimates the prob-
ability of a given fake data being more realistic than randomly
sampled real data. In the RaLSGAN, Mean Square Error (MSE) loss
functions for discriminator 𝐷 and generator 𝐺 are defined as:

𝐿𝐷 =

������𝐷 (𝐺 (𝑧)) −
(
𝐷 (𝐼 ) − 1

)������2 + ������𝐷 (𝐼 ) −
(
𝐷 (𝐺 (𝑧)) + 1

)������2 (3)
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(
𝐷 (𝐼 ) + 1

)������2 + ������𝐷 (𝐼 ) −
(
𝐷 (𝐺 (𝑧)) − 1

)������2 (4)

We convert 195 user’s hand-drawing VR sketches into 195 depth
sketches to feed the RaLSGAN as the real data given the parameter
settings are latent Vector 𝑧 whose length is 128, 5 convolutional
layers for discriminator 𝐷 (learning rate=0.0001, Adam optimizer)
and generator 𝐺 (learning rate=0.0025, Adam optimizer), the batch
size is 16, and 40K iterations. Figure 3 shows the training process
of how are the high-resolution sketch depth images (512x512x3)
generated with the RaLSGAN trained after a different amount of
iterations. As shown in Figure 3 (a), RaLSGAN trained before 1K it-
erations generates random noises with blurred sketches. Even after
the 6K iterations as shown in Figure 3 (d), the sketch depth images
are still generated with low qualities. However, as we can tell from
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(a) 1𝐾 iteration. (b) 2𝐾 iteration. (c) 4𝐾 iteration. (d) 6𝐾 iteration. (e) 8𝐾 iteration. (f) 10𝐾 iteration.

(g) 15𝐾 iteration. (h) 20𝐾 iteration. (i) 25𝐾 iteration. (j) 30𝐾 iteration. (k) 35𝐾 iteration. (l) 40𝐾 iteration.

Figure 3: RaLSGAN Training Process.

Figure 3 (e) to Figure 3 (l) from 8K iterations to 40K iterations, the
generated sketch depth images look more and more realistic com-
pared to the ground truth data of the user input 3D VR sketch. Once
the RaLSGAN is well-trained, generator 𝐺 can generate realistic
fake 2D depth sketches by sampling the latent vector space. Finally,
these random 2D depth sketches are utilized to reconstruct fake 3D
VR sketches output that replicates the user’s original 3D sketches
created in the virtual environment. Mathematically, synthesized
3D stroke points p′′j is defined with the following equations:

p′′j = (𝑥,𝑦, [ (𝐼 ′(𝑥,𝑦))), 𝐼 ′ = 𝐺 (𝑧), 𝑧 ∼ N
(
[0, 1]128

)
(5)

where given 𝐼 ′(𝑥,𝑦) as (𝑅,𝐺, 𝐵), then, depth function [ (𝐼 ′(𝑥,𝑦)) =
[ (𝑅,𝐺, 𝐵) is defined as:
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where ^ = 0.8, 𝑉 = max(𝑅,𝐺, 𝐵), and 𝐶 = 𝑉 −min(𝑅,𝐺, 𝐵).

4 EXPERIMENT RESULT
In order to validate the efficacy of our proposed technical approach,
a group of experiments is conducted on synthesizing 3D VR sketch
using Generative Adversarial Neural Network (GAN). We imple-
mented our proposed approach using Unity 3D with the 2019 ver-
sion and generate these experiment results with the hardware con-
figurations containing Intel Core i5 CPU, 32GB DDR4 RAM, and
NVIDIA GeForce GTX 1650 4GB GDDR6 Graphics Card.

Figure 4 shows part of the data collection involving 30 unique
3D VR sketch samples created by users. The whole data collection
contains 195 VR sketches. These VR sketches are three-dimensional
representations drawn by individuals while immersed in a VR envi-
ronment. To aid their creative process, users are provided with 3D
chair models as references. As they explore the virtual space, users

have the opportunity to examine these chair models from various
angles and perspectives, enabling them to gain a comprehensive
understanding of the chairs’ design and structure. Inspired by the
reference models, users employ our implemented interactive draw-
ing tools within the VR environment to sketch their interpretations
of these chairs. Each user brings their artistic flair and imagination
to the sketches, resulting in a diverse collection of VR sketches.

Figure 5 presents a set of images representing the training data
for the RaLSGAN. Each subfigure contains a VR sketch’s corre-
sponding depth color image. These VR sketches from Figure 4 have
been converted into depth color representations using our proposed
shading technique. The VR sketches as shown in Figure 4, origi-
nally created by users while referencing 3D chair models in a VR
environment, exhibit diverse artistic styles and interpretations. On
the other hand, these depth color images reflect a high-resolution
and realistic depiction of these 3D VR sketches. The depth color
images of the whole 195 VR sketches serve as the training data for
the RaLSGAN, to generate high-quality depth color images from
VR sketch synthesis purposes. By using these depth color images
during the training process, the RaLSGAN learns to synthesize re-
alistic and visually appealing depth color images that resemble the
original sketches shown as 30 examples in Figure 6.

Figure 7 presents a set of fake VR sketches constructed from
the 30 depth color images synthesized from RaLSGAN as shown in
Figure 6. In these experiments, we have synthesized 200 fake VR
sketches using RaLSGAN. Figure 6 and Figure 7 select and present
30 samples among these synthesized results. Figure 7 presents a
compelling display featuring a series of synthetic 3D VR sketches.
These fake 3D VR sketches have been reconstructed from these
30 depth color images synthesized from the RaLSGAN as shown
in Figure 6. Figure 7 showcases a 5x6 grid of these 30 synthetic
sketches, each representing a unique interpretation of a 3D VR
sketch. These fake VR sketches aim to capture the realism and in-
tricacies observed in the original depth color images. They vary in
style, shape, and level of detail, offering a diverse range of visually
captivating VR drawing representations. Figure 7 demonstrates the
successful synthesis capabilities of the RaLSGAN model along with
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Figure 4: VR Sketches Real Data Samples (3D View).

our proposed approach, transforming the depth color images into
creative fake VR sketches for further exploration, analysis, or ap-
plications. As shown in these results, RaLSGAN exhibits satisfying
stability and generates higher-quality fake VR sketch data samples.

5 CONCLUSION
With the growing popularity of Virtual Reality (VR), VR users
have created a demand for drawing realistic and immersive 3D
VR sketches. This paper aims to address this need by proposing a
novel approach utilizing Generative Adversarial Neural Networks
(GANs) for synthesizing high-quality 3D VR sketches. We present
the results of our experiments, showcasing the synthesized 3D
VR sketches generated by our proposed GAN model that delivers
satisfying results. In future work, we will explore the potential
applications of our 3D VR sketches synthesis approach in multiple
areas such as architectural design, virtual prototyping, immersive
experiences, art edutainment, etc. There are future research direc-
tions to further improve the performance and capabilities of our

proposed approach. For example, we can investigate methods to
further enhance the realism of synthesized 3D VR sketches. This
can involve improving the level of detail and incorporating more
complex shading models. Explore techniques to enable interactive
VR sketch synthesis, where users can directly manipulate and edit
the generated sketches in real time within the VR environment.
This will involve developing intuitive and efficient user interfaces,
as well as incorporating feedback mechanisms to refine the gen-
erated sketches based on user inputs. We will also investigate the
potential of extending the current GAN framework to support
the cross-domain synthesis of 3D VR sketches which involves the
techniques to generate sketches that depict objects or scenes from
different domains, such as furniture, architecture, landscapes, hu-
man figures, etc. Such advancements will expand the applicability
of our approach across various VR design and visualization con-
texts. We will also investigate methods to enable users to customize
and personalize the synthesized 3D VR sketches according to their
preferences and design requirements, incorporating user-guided
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Figure 5: VR Sketches Real Data Samples (Depth Color).

techniques or interactive interfaces that allow users to manipulate
various parameters, such as shapes, styles, and levels of detail.
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